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An Automatic Phase Control System is analyzed to deter-
mine its response to frequency modulated signals and narrow-
band Gaussian noise., Emphasis is placed on the System's re-
sponse to frequency ramp modulated signals, In constradis-
tinction to previous analyses, the assumptions of a lineariz-
ed system and of a S/N ratio greater than unity were not
made.

The response of the System to an FM signal ;s obtained
using a perturbation technique and perturbing about the solu-
tion to the'nonlinear pendulum problem. A piecewise-linear
solution is also presented and used to extend the class of
solutions obtainable when using the perturbation technique,
It is shown that the perturbation technique results in an ex-
cellent approximation to the actual System response which wanr
determined experimentally. However, the technique is only
valid when the System is underdamped. The piecewise-linear
technique does not result in as good an approxi.ation, but
it can be used when the System is critically-damped, or over-
damped. Utilizing these techniques, the response of the APC
System to a frequency ramp modulated signal was obtained, the
initial conditions required for the System to synchronize to
a frequency ramp modulated signal determined, and the use of

the System as an FM demodulated discussed in detail,



The response of the Automatic Phase Control System to
narrow-band Gaussian noise is next obtained. An iteration
technique is used and convergence is proven. It is shown
that the APC System resbonds to noise as an open-loop System
rather than as a closed-loop System, The phase jitter pres-
ent in the output of the System is shown to represent a non-
stationary Gaussian distribution,

The last section of the dissertation discusses thémre-
sponse of an Automatic Phase Control System to FM Signals em-
bedded 1n noise An iteration technique is used and a first
iteration taken. The results obtained from this first approx-
imation yield a qualitative understanding of the effect of
the System parameters on the probability of synchronizing to
a signal when the input S/N ratio is much less than unity.
This discussion is then extended experimentally. It is shown
that a critically-damped System can tolerate a lower S/N

ratio than an underdamped or overdamped System,



Chapter 1

- INTRODUCTION

1.1 Statement of the Problem

The Automatic Phase Control (APC) System is the basic
element in many communication!‘'! and radar!'? systems., The
resultant device is capable of locking to an accelerating
target whose return signal is deeply embedded in noise,

The APC System is analyzed in order to determine its
response to frequency modulat~d signals and noise, Emphasis
is placed on frequency ramp modulated signals, The system
can be described by a second-order nonlinear differential
equation. This equation also represents the response of 2
pendulum to an applied force and a nonlinear friction force.

1.2 Summary of Prior Work

In previous analyses the phase plane technique was used
to obtain.the response of the APC System to a frequency ramp
modulated signal.'*® This technique helped to provide a
qualitative understanding of the problem. Quantitative re-
sults have been derived by linearizing the differential equa-
tion and solving the linearized problem.“‘ The results ob-
tained in this manner were highly restrictive, They were
valid only when the frequency and phase of the incoming sig-
nal were s:milar to the initial frequency and phase of the
APC System. (This is analogous to the motion of a pendulum
whose swing is restricted to small angles.) In addition,
the assumption of a linearized system required that the sig-
nal-to-noise (S/N) ratio of the incoming signal (and associ-
ated noise) be much greater than unity''® and that the noise
be limited. .

-l *



1.3 Swwmary of Results Obtained

In contradistinction to the analyses performed by pre-
vious investigators, the assumptions of linearizing the sys-
tem, limiting the noise, and requiring that the S/N ratio
be greater than unity, will not be made.

Chapter 2 describes the response of an APC System to

an FM signal. An exact solution to the nonlinear problem is
obtained using a perturbation technique. Perturbations are
taken about the solution to the pendulum problem The result
obtained is useful in obtaining solutions to the problem when
large phase errors exist A piecewise-linear analysis is
also presented, to extend the results obtained using the per-
turbation technique.

Chapter 3 discusses the response of the APC System to
noise, when no signal is present Using an iterative proce-
dure it is shown that the APC System acts as an open loop de-
vice to noise.

The response of an APC System to an FM signal and noise
is discussed in Chapter 4 An iteration technique is used to
obtain qualitative results describing the operation of the
System when the S/N ratio is much less than unity These
results are then extended experimentally in Chapter §

Chapter 5 presents some experimental results which veri-
fy the theory presented in this dissertation

1.4 Mathematical Formulation of the Problem

A typical APC System is shown in Fig. 1 1 If no noise
is present, the input signal

t
ec(t) . 3 sin ¢~l(t) S sin(wlt a E[> em( V)a L) (1.4.1)

and the output of tne voltage controlled oscillator (VCO)
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(¢) ‘
e, (t) = cos ¢2(t) - cos(wat +6, £ e (N)an) (1.4.2)

are multiplied in the phase detector. The phase detector
consists of a multiplier followed by a low-pass RC filter.
It is assumed that the bandwidth, Wy of the RC filter is
much larger than the difference frequency, 6: - 61 , obtained
when multiplying e, and e The resulting difference fre-

v °
quency signal
od(t) -GS um(qsa - ¢1)
- 618 sin(Qt + GR jfeo(k)dx -a ftem(k)dk) (1.4.3)
o o

represents the input to the filter. 1In the above equations
New -w
2 1
Gx is the gain of the phase detector

Ga is the sensitivity of the voltage
controlled oscillator (rad/sec/volt),

and aem(t) is the frequency modulation of the input signal.
The voltage output of the filter,

e (t) = [th(t - e, (A)dA (1.4.4)
o .

corrects the frequency of the VCO, (h(t) 4is the impulsive re-
sponse of the filter). Thus the frequency of the VCO attempts
to follow the instantaneous frequency of the input signal.
When noise is present, the input voltage

cc(t) = N(t) + 8 un. ¢>1(t) . (1.4.5)



The frequency of the VCO still attempts to follow the instan-

taneous frequency of the input signal, 61, but is hindered by
frequency jitter caused by the input noise.

Due to practical limitations, the APC System is usually
operated at an IF frequency. To obtain the IF frequency, the
incoming signal (and associated noise) is heterodyned using
a local oscillator and passed through an IF filter, having a
center frequency, wa, which is the same as the initial fre-
quency of the VCO, It will be assumed throughout this disser-
tation that the single tuned IF filter exhibits a completely
flat response to all input signals., The frequency of the in-
put signal, &1, need not be the same as the initial frequency
of the VCO, wé, 1t is however, assumed that ghe bandwidth of
the IF filter, a , is always much greater than I&l - mzl .
The incoming noise is initially white Gaussian noise, After
having been passed through the IF filter, the noise appears
at the input of the APC System as narrow-band Gaussian noise,
with a center frequency, wa, and a bandwidth, a .

-8~



Chapter 2

THE RESPONSE OF AN APC SYSTEM TO AN FM SIGNAL

2.1 Introduction

The type of filter used greatly influences the perform-
ance of an APC System., It limits the frequency range of op-
eration of the system and restricts the type of input signals

to which it can be synchronized.

If no filter is used, the response of the system shown

in Pig. 1.1, to an input signal, ec(t) » is given by

%% + w, sin ¢ .- Q - acm(t)

where ® =0 -29¢
2 1

Q - w, -

and wh *z G1 Ga 8

Equation (2.1.1) can be normalized by letting

T = G
n t

Q. = B

and a, = qﬁmn

Equation (2.1.1), then can be written as

%% ~8in ¢ Q0 -a 0.(7)

(2.1.1)

(2.1.2)



The solution to this equation can be easily obtained if
a, = O ; then

$(7) = -2 tan 51: - | (2.1.3)

(1- 1-9)+(1+ ,/1—:'51)0“ l-qa, 7

l - nn T

l=~-e
In order that ¢(7) be a real function,

la, 1<1 . (2.1.4)

It should be noted that this result can be obtained directly
from Eq. (2.1.1). 1If a =0,

sin ¢ = Q. (2.1.5)
(steady state)

Equation (2.1.5) also requires that lQn I<| . Therefore,
the initial frequency error, fi , must be less than the over-

all system sensitivity, Wy s if the system is to synchronize
to the frequency of the input signal, If

ae (1) < < A, (2.1.6)

¢(t) can be obtained using a perturbation technique. If
ramp modulation is applied,

e, (T) = 7. (2.1.7)

-10-



This system is incapable of synchronizing to a frequency ramp
modulated signal.

If an RC low-pass filter with the transfer function

B(p) = - —L (2.1.8)
14

Fo

is used, the response of the system of Fig. 1.1 to an output
signal, ec(t) , is?? '

| a
%Eg + w, g% + wyo, 8in ¢ = ma(n - aem(t) - “?_a e:it)\). (2.1.9)

This system represents the equation of a pendulum with an ap-
plied force and a linear friction force.

If a = 0 , the steady state condition is

sin ¢

-, . (2.1 10)

(steady state).

This again represents a system where | Qn! { |. This system
is incapable of synchronizing to the input signal if ramp
modulation is applied (i.e., e (t) = t).

To enable the system to synchronize to a signal whose
frequency varies linearly with time, when the signal is em-
bedded in noise, an active phase lag filter as shown in Fig.
2 1 is employed.2'2? Using this filter in the system shown in
Pig. 1.1, the second-order nonlinear differential equation
describing the performance of the system becomes

2 ¢ de (t)
gi.g + wpleos ¢ GE + w0, sin ¢ ~a —B— (2.1.11)
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here ‘
W Ra/nz’

a 1/k1c2, rad/sec,

G G 8 rad/sec,

g o
(I |

¢2 - ¢1 rad,

=0 -0 rad/sec

O e se
]

and aem(t) represents the frequency modulation of the input
signal., It should be noted that the loop gain (or sensitivity)
of the system, w,, can be considered equal to unity, and its
actual magnitude considered as part of the magnitude of the
parameters of the phase lag filter.

Equation (2.1.11) can be simplified and written in nor-
malized form:

%;3 + € cos ¢ %% + 8in ¢ = -a %E? (2.1.12)
where T = JTE;B; t,
€ = ~G§;Z§; €
a = a/bhwh
and Qn=ﬂ/~f5a_u): .

If ¢ = a = 0, this equation becomes the well-known pendulum
equation., If 'a‘' is not zero, the equation represents the
motion of a pendulum with an applied force. The presence of
the term, ccos¢g% represents a nonlinear friction force;
which damps the motion of the pendulum as long as el 5.
When |o¢!) g-, the coefficient of friction, € cos ¢ becomes
negative. )

Before proceeding to an analytical solution of the prob-
lem, it is useful to qualitatively consider the operation of
the system using the results of a phase plane analysis,



2.2 phase Plane Analysis®°‘3

If frequency ramp modulation is present,

a <— = constant

de
To simplify the notation used, E?m is chosen equal to unity.

Equation (2.1.12) can be rewritten as
" 4+ € cos ¢ o' + 8in ¢ = -a , (2.2.1)
where ¢! = do/ar

and the equation of constant phase is therefore,

gg . - &t sin ¢p+ € p cos ¢ (2.2.2)
a
where p = 3%

If the input signal, ec(t), is unmodulated (a = 0), a
phase plane analysis shows that locking will always eventually
occur. Depending on the initial conditions, locking will oc~
cur with the final phase error O, 2w, 4m,..., 2nT . The time
required for locking to occur clearly increases as the final
phase error 1nc:eascl;

It is seen from Eq. (2.2.1) that when the system is
synchronized to an unmodulated input signal, the frequency
error is zero, It has been shown?'*that thamaximum permissable
initial frequency error, 0l_, (when the initial phase error (¢)
is zero) for locking to occur (with a final phase error,
¢ = 0), increases as the damping coefficient, ¢ , increases.
This is illustrated in Fig, 2,2. It would seem from Pig, 2.2

L™
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that to insure locking about ¢ - 0, € should be made as
large as possible. The APC System, however, was designed to
operate under conditions involving a signal embedded in noise.
As ¢ 1is increased, the noise emanating from the filter also
increases. Thus, a compromise must be made.

As 'a' increases, the set of initial conditions for
which locking will occur, decreases. From Eq. (2.2.1), it is
seen that at steady state, sin ¢ = -a , Therefore, if a )1,
¢ does not exist, To insure locking, 'a' must be less than

unity. Even when ‘'‘a' is less than unity, locking cannot al-
ways be achieved.

The frequency error ¢(t)isgiven by,
o(t) = &_(t) - ¢ (¢) . (2.2.3)
For the case of a frsquency ramp,

61(t) = wl 4+ at ., (2.2.4)

It is seen that

o(t) = éa(t) -w, -at (2.2.5)

When t -0, ¢(t) =Q . Then, if Q) 0, even if 62(t)
does not change rapidly, é(t) will eventually go through zero.
I1f, however, < O, 62(t) must follow rapidly and overtake
¢1(t) _to cause ¢(t) to go through zero. It is apparent
that ¢(t) going through zero need not be a sufficient con-
dition for locking to occur. It is, however, a necessary con-
dition,

Figure 2.3 is a sketch of a phase portrait when ¢ =+2,
and a == 1/4 . It is seen from this figure that a limit cycle
of the second kind exists. If the initial frequency error,

nn , 18 more negative than the frequency of the limit cycle,

-16-
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locking will never occur. If, however, the initial frequen-
cy error, Qn » lies above the limit cycle, locking will al-
ways occur. In particular, if the initial frequency error is
greater than QB locking will not occur when the phase error,
¢ , is less than 7 , but the system will eventually lock

As 'a' increases the limit cycle becomes less negative,
1€, a ) 1/2 , the limit cycle no longer exiats, The effect
of this on the system performance is illustrated in Fig, 2.4
for a = v3/2 . The maximum negative value of Q. that will
allow locking has decreased. In addition, if Q_ > O , lock-
ing still may not occur. A typical divergent path is shown
for the case Qn = Qo . However, 1if Qn is even larger than
Qo , such as nn = 91 , it is possible that locking may occur
about ¢ = %? . Thus, the frequency axis of the phase plane
(corresponding to zero phase error) can be broken into alter-
nating “"bands.” If the frequency error is more negative than
QA , no locking will occur, If the freyuency error is bound-
ed by

2, <8, <9, (2.2.6)

 the system will synchronize to the input signal and the re-
sulting phase error will be

-1
-8in g e

(steady state) 3 (2.2.7)

If the frequency error is bounded by QB and an upper-bound

ﬂc , 80 that,

ag < 0, € 8 (2.2.8)

the system will not synchronize to the incoming signal. 1If
the frequency is bounded by Qc and some upper-bound QD

-18-
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the system will lock and a resultant phase error

-1
= -gin "% +2m =38 (2.2.9)

(steady state) 3

will occur.

When noise is present, it can easily push the frequency
error from a stable band to an unstable band. Thus, when op-
erating with noise, 'a' is adjusted to be less than % . This

requires that the slope of the frequency ramp, a , satisfy
the inequality

a < $How) . (2.2.10)

This result is significant in as much as it sets a lower bound
on w,w . In Chapter 4, it will be shown that w,w  should
be reduced in order to reduce phase jitter in the output, e, .
Equation (2.2.10) therefore limits the amount by which the

phase jitter can be decreased.

It is also of interest to determine the time required
for the system to lock, given a set of initial conditions.
To determine the time required to move between two points on
a path in the phase plane, the equation of the path is requir-
ed. In any given problem, an approximate path can be found,®S
and the time, T , can be found:®'®

b

Tab =£ %% . (2.2.11)

As previously noted, if a =¢ =0, Eq. (2.2.1) reduces
to the pendulum equation. In this case, the equation of con-
stant phase Eq. (2.2.2) can be integrated. If, when ¢ =0,
$1(0) = Q_ ; ¢' Dbecomes

o = .ﬁz: - 4 sin?($) (2,2.12)



and

ab-;{ (922) -.mf(%) . (2.2.13)

The time, T , that it takes a pendulum to move f of a cycle
182-7

where K(k2) is the complete elliptic integral of the first
kind. When Q (2,

X2 = (-g-'-‘-)a - -i:ﬁ(f%ﬁ) . (2.2.15)

If & <{ 128°, then lnn [ 1.8 . The time, T , (in seconds)

required S& the pendulum to'Ebmplete a full period is bounded
by

2n C (wo )P TC 9 . (2.2.16)

When Q > 2 , the motion of the pendulum is no longer
bounded. The pendulum now continually rotates in one direc-
tion. If some damping were present, the path of the pendulum
would be perturbed, and the pendulum would rotate until, when
¢ ~ 2nm , the velocity of the pendulum, nn, became less than
two. :

The concept of perturbing the motion of the pendulum by
a friction force and an applied force will be discussed in de-
tail in the following section.

2.3 ertu n 2-8

The equation describing the APC System can be rewritten
in the form:

¢" + sin ¢ = —ccos ¢ &' - aey (2.3.1)

21~



If ¢ and ‘'a' are each less than unity, a solution using

the perturbation technique can be found. Por locking to oc-
cur, it was previously shown that ta' should be less than
% . No such fundamental restriction on € exists. As pre-
viously discussed, ¢ should not be too large as it increases
the noise in the system., Although choosing € 1less than
unity restricts the range of usefulness of the solution, the
solution obtained using the perturbation technique is valid
even when the phase error, ¢(T), and the frequency error

¢' (1) are large. This should be contrasted to the results
that can be obtained using a linear analysis,2°'® where, al-
though € can take on any value, the solution is restricted
to small values of ¢(T1).*

A solution to Bg. (2.3.1) can be written in the form:

¢(x) = Oo(r) + € 01(1) + a oa(r) + 0 (e2,a%,¢a) . (2.3.2)

Substituting Bq. (2.3.2) into Bq. (2.3.1) and neglecting sec-
ond order terms, we get:

og +8in & =0 (2.3.3)
sin ¢ T
1
0; + Oé 9 01 = - ﬁ.z £ ‘béa cos 00 art (2.3.4%)
and
sin ¢ T
@; + ——610-2 Oa = - f.;gﬂ 0"“(1’)0":(1’)111’ . (2.3-5)

* See Appendix A.



Without any loss of generality, the solution to Bq. (2.3.1)
can be simplified if the initial conditions are:

¢(°) u 0= OO(O) (2.'3.6)

and
¢'(c) = a, = JVEX¥ = 03(0) (2.3.7)
and °1(°) - 0‘(0) - O;(o) - @;(o) =0 (2.3.8)
where k2 = sin’(g%‘) . (2.3.9)

)

Equation (2.3.3) is the equation of a pendulum having
an initial velocity, nn , but no initial displacement, As
seen previously, to keep the motion of the pendulum bounded,
1000’ '

-1 £ ¢, {r (2.3.10)

the initial velocity of the pendulum, 06 » 18
log(o) I=1a <2 . (2.3.11)
The solution to Bg. (2.3.3) is given by

o (%) = 2 sin -I(J'ic" sm‘) . (2.3.12)

Equation (2.3.4), Bq. (2.3.5) and the differential equations
resulting from second-order terms, are all first-order linear



differential equations, with time varying coefficients. The
solution to this type of equation is well known.

The phase error, ¢(71) , is then

-1
¢(T) = 2 8in (\/_i!in‘r) (2.3.13)
-e(gsﬂ‘—)far (1 - x®)7 + (o 'w
3Vk%/o L cn®t
T rfxsj.n -l(JTc? "m)dem(u) du
+3(51&‘;)f ax |© du_ + 0(e2,a%,¢ca)
X2/ o cn?x

where E(amt, k2) is the elliptic integral of the second
kind, 2'1°

The elliptic functions snT and cntT are periodic
and can be represented by a Fourier series, 2°12

ot =2_&Jr_[m_;+gm_3.:s+i_s_m_z+ ] (2.3.14)
Ji2 k(x?) L1 - g 1 -4g° 1 - g5

and

onT ,..?_ﬁ_"_ [Sﬂ.l.,, g cos 3x s.’__cu+ .“] (2.3.15)

JRZ 'k(x2)1 + q 1+ q° 1+ g8
yin
where xsw
- 2
-"[f(l(k X ]
and q=e .

If cont is approximated by the first term in the series,
¢(1) can be easily determined.



2.31 es a

1f e'('r) = 1 (the case of a frequency ramp), the com-

plete solution is

-1
¢(t) =~ ¢+ 2 8in (JT:T sm‘) '(2.3.16)

-

+e (LL—‘;-'-) cnt = :ﬂ

+(2ka - I)K_,(..L,_‘!.L(ex tan 2K + 4n | cos BX l)
2

(21( tan 21( + 4n | cos ; I)

4 Vq
L—a Ln(zﬂ! &;t N q))- 2 tn | cos 12'-;-

3 f
-a 2 q -1
T n T
cnTt jtan 2K sin XK(1-q sin 2!()

h...

where O S_ T S K(x®) .

%P Y

Ui nT

cos I 4+ /1 - sinf®=—

+ tn iﬁ’"—EIL 2K ~/ K - 2K

1+21rj§ i
K(l1 - g . ']

It is seen that k? is a parameter of Eq. (2.3.16). A
the system locks, this parameter decreases, as does the maxi-
mum value of the phase error, ¢max , and the maximum frequen-
cy error. Therefore, when using Bq. (2.3.16), a new set of
initial conditions must be chosen whenever the phase error

becomes equal to zero.

FPor example, consider that at time,



Ty the phase erroi became zero, Then the frequency error
at time, Ty is Qn . This frequency error can be determin-
ed either by differentiating Bq. (2. 3 16), or graphically,

It was found that an estimate of n obtained graphically by
approximating Q by:s

(2.3.17)

yielded satisfactory results, Knowing n; , k: can be deter-
mined from the relation:

)
= —3— (2.3.18)

when Q >0, ol (1) is positive. ot (1) , representing the

friction term, always opposes the motion of O (1) (the pendu~-
lum term) and is therefore negative. When Q ( 0, ot (1) is
negative, ¢ (1) is now positive. Thus, the signs preceding
¢, and ¢ alternate as shown in Eq. (2.3.16). &1(1) main-
tains the same sign since it represents the slope of the fre-

quency ramp.

Equation (2.3.16) reduces to the expression obtained
using the simple linearization procedure as the maximum phase
error becomes small. At steady state ¢(w) approaches '-a',

The solution for the case of a frequency ramp modulated
signal is shown in Pig. 2.5 In this example the parameters
chosen were:

a=0.,15T , € = 0.25, (2.3.19)

ang 92 =0 =1.6, when ¢(o) =0 . (2.3.20)

-26-
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An interesting characteristic of the perturbation solution, as
seen in Pig, 2.5 is that not only does the period decrease with
time, T , but the negative half cycle takes longer to complete
than does the preceding positive half cycle. The reason for
this is that on the positive half cycle ¢ , 4 % . The co-
efficient of friction, € cos ¢ , although small, is still
positive. During the negative half cycle, due to the offset
caused by the frequency ramp, the friction term has less ef-
fect on the result. 1In this example, l¢max [> %», and the
friction term is actually negative over part of the negative

half cycle. Thus, the time.to-complete the negative portion
of the cycle is increased.

As the magnitude of the phase error decreases the per-
turbation technique yields results similar to those cbtained
using the simple linear analysis.

Although the perturbation technique yields more accurate
results than the linear analysis it is somewhat more difficult
to use. A simple technique, which takes into account the éos-
sibility of negative damping, has also been investigated. This
is a piecewise-linear analysis and is here described,

2.4 A Piecewise-Linear Solution

A piecewise-linear solution was obtained using the ap-
proximation shown in Pig. 2.6. Using this solution the ef-
fects of various types of frequency modulation were investi-
gated. In addition, the maximum initial frequency error, to
achieve locking, was determined. This result is most impor-
tant when a # O , since when a = O the APC System will
eventually synchronize to the input signal,

Rewriting Eq. (2.2.1) for convenience,

2
94+ ¢ cos 62+ sin 0 - -2 57 (2.2.1)

-28-



49C0-2-001-V

3AVYM  3NISOD
Vv 40 NOILYWNIXO¥ddY

¥V3INIT — 3SIM3IINd

3AVYA  3NIS
v 30 NOILYN!'XCliddV
v 3NIT — 3SiMmIDId

NOILVINIXOHddVY dV3NIT 3Siv 3C35id

vl

v

9°2 9.4

¢ so.

Nll




and using FPig, 2.6, the piecewise-linear equations become:

2 a de
Loe [ZeBro-- [Ragr  -FCo¢E (2

and

Equation (2.4.1) and Eq. (2.4.2) can be normalized. The nor-
malized equations are:

42 a dem 7 .
oA R I SRS (2.4.3)
and
a2 a e an .z
g -c P-v=m-a 3 -T2 (2.4.4)
where
wn
- JEe- JEE)
and



2.4.1 The Response to a Prequency Ramp

Using the case of ramp modulation, a comparison was
made between the results obtained using the perturbation

piecewise-linear, and simple-linear techniques. In this ex-
ample, the parameters chosen were:

Q= 00157, € = 0.25

and

=0 =1,6, when ¢(o) =0 .

The piecewise-linear solution for this case is:

<0.0cv
¢(1) = e @,"”j-g T + aasinf-g 1‘) - 12[(0-157)

(2.4%.5)

and

¢(t) = p,e + B

C .88t -0.727 (

-9-451). (2.4.6)

The constants, a1 s QO Bz and Ba can be evaluated using the
2

initial conditions and the boundary conditions. The simple-

linear solution for this case is

T
¢(t) = e Ekyl cos T + v, sin 7) - 0.157 . (2.4.7)

A comparison of Bq. (2.4.5) and Eq. (2.4.7) reveals that the
frequency of the piecewise-linear solution is [ o times the
frequency of the simple-linear solution. In addition the soclu-
tion obtained using the simple-linear technique has greater damping



than the result given by Eq. (2.4.5) for the piecewise-linear
approximation,. .

These differences are illustrated in Pig. 2.5 which
compares the results obtained using the perturbation, piece-
wise-linear, and the simple -linear solutions, It is clear,
from this figure that the piecewise-linear solution is a bet-

ter approximation of the perturbation solution than the simple
linear solution,

2.4.2 Initial Conditions Required to Insure kin

Using Eq. (2.4.4), the necessary and sufficient condi-
tions for an APC System to synchronize (lock) to a frequency
ramp modulated signal can be shown to be:

P

./_%(1 - -5-2-1)(1 -a), € { ¢ 2 (underdamped)

l%% I =la,1<4 E(J_é -1)(1-a),¢€ =2 (critically damped)

fg(;-a) T, el))2(ovordamped)
€
L 2 (2.4.8)
when
$ = -% radians
and where

adl . (2.4.9)

The result obtained using the piecewise-linear solution
Eq. (2.4.8) is compared with the result obtained graphically
from a set of phase porttaitsa'“ in Pig. 2.7. It is seen
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from this figure that when the initial phase error is 3
radians, the maximum frequency error (for locking to occur)
decreases as the normalized damping coefficient, € , increas-~
es. This is wue to the fact that when the phase e:ror, ¢,
becomes more negative than -~% radians, the damping force
becomes negative. This negative damping force makes locking

more difficult. However, locking is still possible when the

phase error exceeds -'% radians,

The result obtained using a phase plane analysis is
gsimilar to the result obtained using the piecewise-linear
technique. The approximation of a constant coefficient of
damping in the piecewise-linear analysis results in the dif-
ferences between the two curves. These results should be
contrasted to the result obtained from a simple linear analy-
sis. Using the simple linear analysis, it can be shown that
locking will always occur; a result which is obviously incor-
rect when a # 0. (It is noted however, that the simple linear
analysis is only valid for small phase errors. It should not
be used to discuss locking phenomenon, which requires a know=-
ledge of the systems' response when the phase error is large).

2.4.3 The Response to an FM Signal
The piecewise-linear solution can also be used to ob-
tain the response of the APC System to an arbitrary frequency
modulated signal. To illustrate this, consider a sinusoidal-
ly phase modulated signal,
(t) = - t) . 2.4,10).
e (t) = sin (0.t = A 8in @y ) ( )

Then

2
g§$-+ w, g cos ¢ g%-+ w,®, 8in ¢ = -A w; sin a t (2.4.11)



and

2 w2
%3 + € cos ¢ g% + 8in ¢ = -A(w—.%l)un (-&—) . (2.4.12)

d)‘d)n

The pi/ecowiu-linclr equations become:

2.4,13)
and
2 2
AN A -%a(%)m/_%(m) “Fod-d

(2.4.14)

Equations (2.4.13) and Eq. (2.4.14) are linear and can
easily be solved. If the modulation was not sinusoidal, but
was some periodic function, the phase error, ¢(t), could be de-
termined using superposition. If ¢(t) is to represent the re-
sult of a demodulation, then | ¢ 1< -121 , and the amplitude of
¢(t) must be independent of « . Solving Eq. (2.4.13), the
steady state phase error becomes:

2(s2 _ €d
o(t)(n:ucly state B G ‘;6 .[.m “nt * FT=T O mﬁﬂ
(2.4.15)
where
o %n_ ' 2.4.16)
8% = E(‘”a“’n) et



and
w
e, = %(;,f)c : (2.4.17)
It is seen that i{if

52 > > 1 (2.4.18)
625D € (2.4.19)

and
the steady state phase error, ¢(t) , will faithfully repro-
duce the input phase modulation. In this case

o(t) =Asinot . (2.4.20)
steady state

Using a simple linear analysis the steady state response
of the APC System to a phase modulated signal

ec(t) = sin (th - A sin at) (2.4.21)

is

o(t) = T3 i 12 ~ [-m @t + F‘A-_T cos w‘ﬂ

steady state

(2.4.22)
where
w; 2 .
2
A% = (“’a‘“n =50 (2.4.23)
and
’ w,
-11 = P‘r"' ° 2-“.2“
€ = 2 Cl ma C ( )



Thus, it is seen that similar results are obtained using the
simple linear technique,

In order that the APC System perform as a phile demod-

ulator Eq. (2.4.18) and Eq. (2.4.19) must be satisfied. Bqua-
tion (2.4.18) requires that the modulation frequency

ay > > Yoo (2.4.25)

where ~thwh is the effective coefficient of integration of

the phase lag!filter. BEquation (2.4.19) requires that
w, > > o ¢ (2.4.26)

where W, { represents the effective poefficiont of damping
of the filter

If in steady state operation, ¢(t) exceeds % (this oc-
curs if A >~% , the phase error ¢(t) becomes distorted and
no longer faithfully reproduces the input modulation. Although
Eq. (2.4.20) shows that it is possible for ¢(t) to be pro-
portional to the modulation, the voltage, cd(ﬁ,il'ptopottional
to the sin ¢ not ¢ . Then

ed(t) =G sin (A sin wht) (2.4.27)
Expanding in a Pourier series, Eq. (2.4.27) becomes:
ey(t) =26 7 (A)sin apt + 26 J_(A)sin 3 ot + ... (2.4.28)

If A) 1, the error in making the approximation

ed(t)'Z asfsl(a)-in Wyt (2.%.29)

is greater than 10 per cent.
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It is seen from the above results that the APC System
studied can be used as an FM receiver if the modulation in-
dex is small (narrow-band FM). An advantage'ot this type of
receiver is that it can be used to communicate with an accel-
erating satellite.



Chapter 3

In this chapter the response of an APC System to narrow=-
band Gaussian noise, is determined. It is shown that the in-
put noise and the phase jitter present in the voltage con-
trolled oscillator are uncorrelated. It is also shown that
the statistics describing the output of the active phase lag
filter, eo(t), are nonstationary. To determine the statistics
of the difference frequency voltage, ed(t), the outpu: vol-

tage, eo(t), and the phase jitter, 6. (t), an iteration tech-
nique is employed.

3.2 The Iteration Techniqued'!

The iteration technique used in this analysis can be
explained using Fig. 3.1. In order to obtain a first approxi-
mation Of the solution, the phase jitter present in the output
of the VCO is neglected. Then

evt)a cos wat . (3.2.1)
o

The first approximation of the statistics of the difference
frequency voltage, e4(t)can be determined once the statistics
of the noise are sp.cifiod. Having determined eq (t), the sta-
tistics of ®o (t) can be calculated, since co(t) and ad(t) are
related by the tranltor function of the activc phase lag fil-

* Appendix B.
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ter. 8ince the phase lag filter involves an integration, the
statistics of oo(t)will be nonstationary. The first approxi-
mation of the output phase jitter, ee(t)il then

1

. ,
ea(::)n G, £ eol()\)dk . (3.2.2)

Using successive itarations, as illustrated in Fig. 3.2, the
statistics of °dftL eoiaj and 9299 can be determined.

3.3 haracterization of the Input Noise

The results obtained below refer to an input consisting
of narrow-band Gaussian noise. The noise is derived by pass-
ing white Gaussian noise through a single tuned IF filter,
having a center frequency, wa , and a bandwidth, a . The
noise emanating from this filter has an .autocorrelation func-
tion given bys

-a |1}
Rn(T) = o: e cos w_ T (3.3.1)
and an expected value
E(N(t)) =0 . (3.3.2)

The noise, N(t) , can be represented py>*2
N(t) = x(t)cos wkt - z(t)sin mat (3.3.3)
where

E(x(t)) = B(2(t)) =0 . (3.3.%)
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The random variables x(t) and z(t) are uncorrelated, and,

-a [ 7]
Rx(‘l') = Rz(T) = 0: e @it . (3-3.5)

The spectral density of x and =z are then:

2
Ond

8, (w) =8, (0) = r——w - (3.3.6)

3.4 The pirst Jteration

To obtain the first iteration, we assume that there is
no phase jitter present in the VCO (i.e., 6, = 0). The out-
put voltage of the VCO (Pig. 3.1) is then ©°

oJﬁ - cos .t . (3.4.1)
o

The output voltage of the multiplier, e . (t), is
m

oml(t) - Gxx(t) + Gl(x(t)cos 2wt - z(t)sin 2 wgt).(3.4.2)

The voltagg, eml(t), is then passed through an RC low-pass
filter. The bandwidth, Wy » of this filter is much less than
the second harmonic frequency, 2wa . Therefore, in the ex-
pression obtained for the difference frequency voltage,

eq (t), the components of e, (t) due to the second harmonic,
am; , can be neglected. (In the experimental model a filter
trap is inserted to further reduce the components due to the
second harmonic.) Hence, to a first approximation, the difference
frequency voltade, ;d(w), is

G
ldl(m) = —t x(w) . (3.4.3)

TE)
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BEquation (3.4.3) could also have been obtained if we had as-
sumed that the "multiplier" consisted of a multiplier, and an
ideal low-pass filter which has a gain of unity at frequen-
cies below 2w2 , and provides infinite attenuation to all

frequencies at and above the second harmonic. Then the mul-
tiplier output is simply

eml(t) = 6 x(t) . (3.4.4)

Equation (3.4.3) immediately follows. Thus, the same result
for the difference frequency voltage (Bq. (3.4.3)) is obtain-
ed whether the second harmonic components are neglected at

the output of the multiplier (yielding Eq. (3.4.4)) or at the
output of the RC low-pass filter (in which case the output of
the multiplier is given by Eq. (3.4.2)). To simplify the al-
gebraic manipulation required, it is found useful to assume
the presence of the ideal low-pass filter, and use Eq. (3.4.4)
as the output of the multiplier rather than Eq. (3.4.2).

Using Eq (3.4.4) it is seen that the first approxima-
tion of the output of the multiplier is Gaussian with mean
zero, has an autocorrelation function

IRNPREPE I+l 4.5)
Ry (%) GJ ag e ’ (3.4.5
mx
and a spectral density
G2 c2 a
s, (0) =357 - (3.4.6)
m

Y.



A first approximation of the spectral density of the differ-
ence frequency voltage is then |

5 (o) = anl 1
(D = ]
*a w® + a? 1+ k—‘&m ) ' (3.4.7)

Since the bandwidth of the RC filter, Wy is much lou than

the bandwidth of the IF filter, a , Eq. (3.4.7) can be sim-
plified:

ma
G2 o2 2
Se (@) & 5&—;“-5? : (3.4.8)

b 3

The autocorrelation function of ed(t), is then:

Re, (1) = = =2 g2 o2 e'm°m. (3.4.9)

To a first approximation, ed(t) issution'ary. The probabiiity
density of ed(t) is Gaussian with mean zero.

The statistics of e, (t) can be found using the relation,

A
et = ¢ ed(ﬁ- w, [ ® e, (z)an . (3.4.10)
1 Y o

The autocorrelation function of eg(t) is derived in Appendix
1
B, and is shown to be:



w 2

n @ b Sl

1

G

This equation clearly illustrates the nonstationary character
of egﬂ. If the time of operation is such that

t (£ )A/a)a ,
Eq. (3.4.11) can be simplified:

w_ o2 g2 -w_ || w w?
neo (t,7) = -°—a’l—-* [c"’e ° + 2:;(@) +2 62' t]- (3.4.12)

1

Since edit) is Gaussian, eo(t) is also Gaussian with mean zero.
The variance of eo(t), is however, an increasing function of
time. (The significance of this result will be shown in
Chapter 4 where the response of an APC System to a frequency
ramp modulated signal embedded in noise is discussed. )

The autocorrelation function of the output phase jitter,
Ga(t), has also been derived in Appendix B. The autocorrela-
tién function is

2G2G202 ot o, T
Rg (¢, T) = _1_3_.. t[{’ + f(w,t + Iwé‘rl) + wat(u—g— + -1—4;——-[)]
2
! (3.4.13)
where

t { { A/w,
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Equation (3 4.13) is seen to be nonstationary., Since the
phase jitter, 6 &), is the integral of 3099’ it too is Gaus-
sian with mean zéro.

3.5 The Second Iteration

To obtain a second approximation of the output of the
multiplier, ey (t) , the input voltage, e.(t) , and output
voltage, e, (t) , must be multiplied and passed through the

ideal low-pass filter (i.e., second harmonic compononés are
neglected). Then,

ema(t) = Glx(t)cos ezl(t) - Glz(t)sin Oal(t) (3.5.1)

where

(t) -G, 4 f ed (n)an - G o, fdn f ey (k)d)\ (3.5.2)

and
£ {{ Mo, . (3.5.3)

Since the difference frequency voltage, °d (¢) , is the re-
sponse of an RC low-pass filter to noise, x(t)

i: (t = N)
edl(t) = Wy 6 £ e-wo x(A)an . (3.5.4)

To determine the statistics of em (t) , the expected value
of x6, and z6, must be evaluated Referring to Eq.
(3.5. 2) ‘and Eq. (3 5.4), and noting that x(t) and z(t) are
uncorrelated, it is seen that



E(z6, ) = 0 (3.5.5)
1
The expected value of xez is
)
t
z(xeal) = - G2 £ E(x(t)edl(h))dh
t n
- W,G, £ dn £ dA z(x(t)ed (7)), (3.5.6)
1

and the expected value of x(t)ed (\) is
1

-wo(h - v)

A
E(x(t)ed (A)) = G, £ e E(x(t)x(v))av . (3.5.7)
1

But,

-alt-v
E(x(t)x(v)) = R, ( lt -=v]) = o2 e . (3.5.8)

Utilizing Eq. (3.5.8), Eq. (3.5.7) is easily integrated, and

2 -t A a’
E(x(t)ey (A)) = w°i i e e © (ea - 1) (3.5.9)
1

Substituting Eq. (3.5.9) into Eq. (3.5.6) and integrating
yieldS: (3.5.10)

GGw o2 =-qt a - @)t - %t
B(x(t)6_ (t)) abelB e j 5 gll'lw )

o

o

1

flo e RO Sy
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where
ad) @y -

This result is only of interest when the RC low-pass filter
is in steady state operation. Therefore, letting

tH>)D Lﬂbo ,

we f£ind that

1l

E(x(t)e_ (t)) =0, (3.5.11)
>> i
o)

Thus, the input noise and the output phase jitter are uncor-
related, and

E(e, (t)) = O . (3.5.12)
2

With the aid of Eq. (3.5.1), Bq. (3.5.5) and Eq. (3.5.11),

the autocorrelation function of e (t) Dbecomes:
2

R, (t,7) = Gf E(x(t)x(t + 7))E(cos 6a (t)cos 9g (t + 7))

m 1 1
2

+ Gi E(z(t)z(t + 7))B(sin 6_ (t)sin 6, (t + 7)) .

(3.5.13)



This expression can be simplified, yielding:

R. (t,T) = 6% o2 e-u l’rlz(czoe(e (t+t) -6 (t)
emz 1 N 2, '1‘ )

(3.5.14)
1t is shown in Appendix B that given a function f£(t) ,

E(cos £(t)) = o d ElE(E))" (3.5.15)

where £(t) is Gaussian with mean zero. Thus, Eq. (3.5.14)
becomes:

l -4 |02 2 - ,
R (6.7) = Gfo:e_a T Ie ﬁE’eal(t) + oezl(t + T) 2Retl(t -rﬂ.

e
2 (3.5.16)

Using the results given in EQ. (3.4.13) for Ry (t,T) , the
2

autocorrelation function of e, (t) is: 3
2
. 2 o R ( 17)

2

(This result is derived in Appendix B.)

3.6 Conclusion

The second approximation of the autocorrelation func-
tion of the output of the multiplier (Bq. (3.5.17)) yields
the same result as the first approximation (Bq. (3.4.5)).
Thus, the statistics obtained for the ith iteration are the
same as the statistics obtained for the first iteration.
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@
Re, (1) = Rg, (7) = 20 o2e : (3.6.1)

eoi eo1
02 g2 -»_ || w 2
=2-n.a [cﬂe ° 4 2:(‘”—‘) +2 2‘ t:l (3.6.2)
(-}
and
Ry (t,7) = Ry (t.1) (3.6.3)
2y 2,

2G2G2¢? Wt w.T
—*a?-n t[(’ + ;(mat + | W, T 1+ wat(% +J—;—L):|

where

LR (3.6.4)
o a

In addition, it has been shown that the input and out-
Put noise are uncorrelated. Consequently, the APC System re-
sponds to noise as an open loop system (Fig. 3.1), rather
than as a closed loop system,
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Chapter 4§

THE RESPONSE OF AN APC SYSTEM TO AN FM SIGNAL AND NOISE

4 1 Introduction

An extremely important feature of the APC System is its
ability to synchronize to a signal which is deeply embedded
in noise, even when the signal is frequency modulated. To
clearly demonstrate the operation of this device, the response
of the APC System to a signal and noise is obtained using the
linearization procedure employed by previous 1nvestigators."1
This technique is valid only when the §/N ratio is much
greater than unity and the noise peaks are limited.

It is then attempted to extend these results theoreti- .
cally using an iteration technique, as in Chapter 3. Due to
the complexity of the problem, the iterative procedure is not
carried beyond the second iteration and no convergence is
demonstrated. The first iteration, however, is useful in pro-
viding qualitative results illustrating the effect of the sys-
tem parameters on the locking of the APC System to a signal,
even when the S/N ratio is much less than unity.

In the following discussion, it is assumed that the in-
put voltage

ec(t) = § 8in ¢1(t) + N(t) . (4.1.1)

The input voltage was generated by passing the incoming RF
signal (and noise) through a narrow-band IF filter. The fil-
ter had a center frequency, @ rad/sec , which is the initial



frequency of the VCO, and a bandwidth, a rad sec.
noise is then,

The input
N(t) = x(t)cos ot - z(t)sin ot . (4.1.2)

The input signal is assumed to be unaffected by the IF filter.
Hence,

lé.(t) ~0ll{<a . (4.1.3)
4.2 The Response of a Linearized APC System to an FM

Signal and Noise*'?
Let us assume the input voltage to be:

ec(t) =8 lin(wbc + 91(t)) +(¥(t)coa @t - z(t)sin mit)

(4.2.1)
where 91(:) represents the phase modulation. If the input

noise is limited and the §/N ratio is mich greater than
unity, Bq. (4.2.1) can be simplified:*

e(t) = 8 sin(w t + 6 (¢) + Lix(t)cos o (t) + z(t)sin 6 (¢)])
= 8 sin(¢ (t) + 1 u(t)) , (4.2.2)

where ¢;(t) =t + Ol(t) »
u(t) = x(t)cos Ol(t) +'z(t)lin Gl(t) ,

and [u(e) 1€ (8 (4.2.3)
* See Appendix C.



The output of the multipliér, om(t) , is then,

en(t) =G 8 sin(e (t) - ¢ () - 2u(t)) .  (4.2.4)

It is implicitly assumed, in Bq. (4.2.4), that the multiplier
consists of a multiplier and an ideal filter, as discussed
in Chapter 3. '

Equation (4.2.4) can be linearized if
le_(t) - 0 (£) - u(t)< <1 raaian - (4.2.5)

This requirement implies that the system is almost synchro-
nized to the incoming signal, and ¢2(t) is perturbed slight-
ly from ¢1(t), due to the noise, u(t). Noting that
= t
¢2(t) wzt + 92( ) ’
and

¢1(t) ot + el(t) ’

BEq. (4.2.4) becomes,

em(t) =G s(ea(t) - Ol(t)) - G, u(t) . (4.2.6)

Using this result, the APC System can be linearized,
as shown in Pig. 4.1, The response of this linearized system
to a signal and noise is then the response to the signal plus
the response to the noise. Therefore,
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0_(¢) = ezs(t) +6, (¢) (4.2.7)

where 6, (t) is the phase variation of the VCO, due to the

8
signal's phase modulation, Gl(t) 6, (t) is the phase
variation due to the noise, u(t)/s . n

The response of a linearized system to an FM signal
has been discussed in Chapter 2 and Appendix A, The steady

state phase jitter present in the VCO is easily determined
using Pig. 4.1,

%J:?

( w, + jwl
1+ uiu@l) . W) (4.2.8)
w, [ Wy + Jaf s ) *ee

14 (1 + ] w7w°)

0, (@) = -

This equation shows that the linearized system responds as a
closed loop system to the noise. This is a direct result of
the initial assumption that the noise was limited.

Utilizing Eq. (4.2.8), the spectral density of the
phase jitter at the output of the VCO can be obtained if the
spectral density of the input noise is known, Let us assume
that the spectral density of the input phase noise, u(t), is:

= . 4.2.9
5, (w) - g! ( )

The spectral density of the phase jitter due to noise

is then
2

2y () 14" Q" R .2,
sean(ﬂ ) (;g%) (1 N %é)((l : a?) + nz(g_:+ Cﬂ | (4.2.10)



where a is the bandwidth of the IF filter ’

Q2 = u)‘/waa)n ,
2
8 = wgﬁmawn

and . . ‘
Oy = a¥/o0, .

Equation (4.2.10) is plotted in Pig., 4.2 using the typical
values

€ =1

1 rad/sec

.§
]

20001 rad/sec
120007 rad/sec

£
]

Q
n

and

©n

400m rad/sec , and 20007 rad/sec .

These results are compared with the spectral density of the
input phase noise. The phase jitter in the output of the
VCO is much less than the phase jitter in the input. In ad-
dition, it is seen from Pig. 4.2 that as ~ﬁ§;5;- %ncreaseo,
the phase jitter increases., However, if the input signal is
ramp modulated, the slope of the frequency ramp must be less
than % (w,w ) for locking to occur. If the slope of the
ramp increases, (whwh) must be increased. Thus, the amount
of noise reduction that can be obtained by adjusting W
depends directly on the slope of the frequency ramp to be
tracked.

The noise can also be reduced by reducing the normal-
ized coefficient of damping, € . REquation (4.2.10) shows
that as ¢ is decreased, the spectral density of the phase
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jitter also decreases. During locking, ¢ should be criti-
cally damped to assure locking in the shortest possible time.

However, after locking (steady state), € could be reduced
in order to reduce the noise.

4.3 The Iteration Technigue*

The iterative procedure employed is similar to the
technique used in Chapter 3. The input voltage is

‘ ec(t) = § sin ¢x(t) + (x(t)cos mat - z(t)sin mzt) . (4.3.1)

The output of the VCO is initially assumed to be noise free,
Thus,

evo(t) = Cos ¢zo(t) = cos(mgt + e'o:t)) . (4.3.2)

The first approximation of the output voltage of the multi-
plier, ey (t) , is then
}

eml(t) =G 8 sin ¢(t) + G;“o(") (4.3.3)
where
6(¢) = 8, (&) = 9,(¢)
and
u (t) = x(t)cos an(t) + z(t)sin e’o(t) . (4.3.4)

* See Appendix D.



The statistics of the noise are derived in Appendix D,

It is shown that uo(t) is Gaussian distributed with a zero
mean. The autocorrelation function of u,(t) is

o =a 7]
Ruo('r) ~0of e , (4.3.5)

a result identical to Bq. (3.4.5).

The multiplier voltage, enﬁﬁ, can be written as:

1
e (¢) = e, (t) + o (¢) , (4.3.6)
1 1, 1,
where N
e, (t) = G § sin #(t), is the response to an
1g PM signal (Chapter 2),
and

e (t) = G, uo(t), is the response to narrow-
‘n band noise.
The first approximation of the output phase of the
VCO is then,

¢ t) =wt+6 (t)+06 (t) (4.3.7)
21 2 21 21.
8 n
where
@ (t) =6 (t), is the output phase due to
218 #og
an input signal,
and

@ (t) is the phase jitter due to noise, (Chapter 3).

2
n



If the output phase of the VCO due to the signal, 9, (t) ,

is much greater than the phase jitter, 6 (t) , xq,°'(h.3.7)
can be written as, ®a,

¢21(t) =t + 9" (t) + e‘x (t) awt+ o (t) = ¢, (t) .
s n s °
(4.3.8)
when Eq. (4.3.8) is valid, the iteration technique appears
to converge. However, in order to rigorously demonstrate

convergence, Eq. (4.3.7) should be used and a second itera-
tion taken. This was not attempted.

Using Bq. (4.3.7), a 8/N ratio of the output phase
can be defined as:

s
N

(output phase)

. (4.3.9)

When the output S/N ratio given in Eq. (4.3.9) is much
greater than unity, the approximation made in Eq. (4.3.8) is
valid. We would then expect the system to have a high proba-
bility of locking, since the phase jitter will only act as

a slight perturbation of the output phase. The output phase
930 (t) can be expressed in terms of the input phase modu-
lation, since,

o(t) =9 (t) - ¢ (t) = (0t +9 (¢)) - (& +06,(¢t)) .
° %s (4.3.10)

Therefore,

ea (t) = () + Ol(t) - Qt (4.3.11)

g
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where

2 p !

The normalized standard deviation of the Phase jitter is de-
rived in Appendix Dg

T = ~G;:E; t .

The effect of the input S/N ratio and the system
parameters on the output §/N ratio, can be demonstrated
using the following example: Consider a frequency ramp modu-
lated input signal with an amplitude of 10 volts embedded in
noise. The rate of change of the frequency modulation is
400 rad/sec/sec. The APC loop is closed when the initial
phase error is zero, and the initial frequency error is 22/rad/
sec. The system parameters are chosen so that the APC sys-
tem is critically damped. Then,

s =10

= 53 x 10~-3
w, = 1 rad/sec .
w, ~ 45w rad/sec

and
a = 12000m rad/sec .



Using Bq. (2.1.12),

€ =2,
a=0.3,
¢(O)-O

g 1- 0.6 .
=0

and

The normalized response, ¢(T), to the frequency ramp modulated
signal is then:

T T

¢(7) =« 0.3(e =-1) +0.97 e . (4.3.13)
Equation (4.3.13) is obtained using the simple linear tech-
nique (Appendix A), which is valid since,

| #(7)] € 0.3 radians

The normalized output phase, 6,0 (t), and the standard

deviation of the phase jitter, og (1')? are shown in Pig, 4.3,
2

*n

It is seen from this figure, and from Eq. (4.3.11) that the
standard deviation of the phase jitter will exceed

930 (1) dAuring some period of time, since e'o (t) becomes
zer when, s

0 (1) =a.7 - ¢(7) . (4.3.14)

If the standard deviation of the phase jitter is much less

thnn-g- radians when it exceeds 6, (t), the system will prob-
. O.
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. ably synchronize and remain synchronized to the input signal, If,
however, the standard deviation is much greater than =

‘ 3 ra-
dians when it exceeds 920 (t), the system will probably not

8

lock to the signal. Referring to Fig. 4.3, it is seen that
when the input N/§ ratio (o;"l/s"’/a) is
jitter is always much less than @

-20 db, the phase
2 (7), except for a very

short period of time. The standardoaeviation of the phase
jitter during this time is much less than % radians, The
probability of the system locking to the input signal seems
to be quite high. This should be compared to the curve show-
ing an input N/S ratio of +20 db. The standard deviation
of the phase jitter is larger than 920 (t), until T =9,
The standard deviation is then 7 radian8. The probability of

the system locking to the input signal now appears to be
small,

The maximum value of the input N/S ratio possible,
to still achieve locking, is greatly affected by the choice
of ~GE;3; and the normalized damping factor, € . It is seen
from Eq. (4.3 12) that when ~GE;§; is decreased, the phase
jitter is decreased. However, a lower limit on the value of

wwy is set by the slope of the frequency ramp.

The normalized damping factor, € , effects not only
the standard deviation of the phase jitter (Eq. (4.3.12)),
but the time required for the APC System to reach steady state
with respect to the signal (¢ = -gin-* a). It is shown in the
next chapter that when the system is critically damped, (e =2),
it can tolerate a larger N/§ ratio than if it were under-
damped or overdamped.



Chapter 5
EXPERIMENTAL RESULTS

5.1 Discussion of the Experimental Model

An experimental model of the APC System is shown in
Pig. 5.1.

5.1.1 The Phase Detector

The Phase Detector consists of a multiplier, employing
collector modulation, and an RC low-pass filter used to ob-
tain the difference frequency signal, ed(t). A single-tuned
circuit is also used to eliminate the first harmonic distor-
"tion from the output of the phase detector. The remaining
distortion had a peak-to-peak amplitude of less than 50 mv,
and negligible effect on the results obtained. The amplitude
of the difference frequency signal, éd(t), was measured, and
found to be 0.025 S.

The input signal, ec(t) , is given by

e.(t) = 8 sin ¢ (t) . (5.1.1)

The difference frequency signal, ed(t) , can then be written
as;

ey(t) = +0.025 8 sin(¢, - ¢ ) = 0.025 8 sin #(t). (5.1.2)
Thus,

G = 0.025 . (5.1.3)
1
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5.1.2 The Active pPhase Lag Pilter

The phase lag filter employs a Philbrick
stabilized amplifier with

magnitude 30,000.

chopper
an open loop jain, A , of
The filter approximates the transfer func-

tion
E,(P) W,
E,(P) " H(p) = = ¢ - Y (5.1.4)
as long as
t {( a—?- seconds . (5.1.5)

Since w, was always chosen to be less or equal to unity,
the filter is operational for periods of time exceeding one
hour. 1In the time domain, the filter output, eo(t),bccomes,

t
e (t)=-¢ G, S sin ¢ - w, G, s £ sin(A\)an . (5.1.6)

The minus sign is due to the inversion inherent in the opera-
tional amplifier,.

5.1.3 The Voltage Controlled Oscillator (veco)

An astable multivibrator was used as the VCO. The mul-
tivibrator was employed because of its great versatility. It
was capable of being operated up to a carrier frequency of
200 kcps. The frequency of oscillation, £ , of the VCO can
be shown to be

1 (5.1.7)
£ =
2RC 4n(1 + ;—’)




where

V 1is the collector voltage,
E is the control voltage applied to each base,

and

RC 1is the time constant of the astable multivibrator.

Using a Taylor series expansion,

fxf +
2

G5

dg . (5.1.8)

The sensitivity of the VCO, %% » can be obtained by differen-
tiating Bq. (5.1.7)

X
%ﬁ-saf"m—i,—-! , (5.1.9)
1+

It should be noted that E represents the "DC" control vol-
tage while dE represents the variation of the control vol-
tage and is proportional to eoaﬂ. In the experimental model,
the VCO had a time constant,

RC = 30 X 10’6

seconds,
a collector voltage, V = 12v,

and a "pC" control voltage, E = 20Y,

80 that the initial frequency of oscillationm, fa = 35 keps.

The measured sensitivity of the emitter follower-
astable multivibrator combination was about 850 cps/volt.



using Eq. (5.1.9) and noting that the emitter follower atten-

uates its input signal (e ), by 4/9 (see Fig. 5.1) the calcu-

lated value obtained was 750 cps/volt. This verifies the

measured value. The sensitivity of the VCO, G , is then
2

G, = 1700 7 rad/sec/volt . | (5.1,10)

The sensitivity (loop gain) of the system,

w, =6 G 8= k2.5 7 8 rad/sec . (5.1.11)
5.2 The Response of an APC System to_an FM Ramp

5.2.1 Introduction

A frequency ramp was obtained, using a H-P 200 CD os-
cillator The frequency of the oscillator was controlled by
coupling the tuning shaft of the oscillator to a small, con-
stant speed DC motor. A gear reducing system was used to ob~
tain frequency ramps from 3 cps/sec to 60 cps/sec. Although
the frequency dial on the oscillator is nonlinear, a linear
variation was obtained over a 2-kcps deviation at 35 kcps,
which was the center frequency used in these experiments.
(The total frequency range on the scale is 60 kcps.)

The linearity of the ramp obtained in this manner can
be demonstrated using the APC System, When the system is
locked,

e, = 0.025 § sin ¢ =0.0258a. (5.2.1)
(steady state)

The voltage, eo(t). is then

e (t) - % a - w, % at + constant

(steady state) (5.2.2)



Therefore, if the signal is ramp modulated, eo(t), should re-
semble Eq. (5.2.2). This is demonstrated in Pig. 5.2, which

is a Ssanborn recording of oo(t) showing the "steady state"

response of an APC System to an applied frequency ramp modu-

lated signal.

To determine the transient response of the system to an
input signal, the difference frequency voltage, ed(t), was
monitored using the Sanborn recorder., It should be noted that
ed(t) is proportional to sin ¢, not to the phase error, ¢ .
Pigure 5.3 shows the response of a slightly underdamped:sys-
tem to a frequency ramp. The slope of the applied frequency
ramp was approximately 15 cps/sec. The signal amplitude, §,
was 20 volts, { = 107%, and w, = f% rad/sec. wWhen t< 0 ,
the frequency error was too large for locking to occur and
the system "slipped" in phase. As the frequency error de-
creased, it is seen that the time required for the phase to
slip by 27 4increased. When the time, t , became greater
than zero, the system started to lock. The maximum phase
error during the locking cycle exceeded % , causing the ex-
tended maximum shown in FPig. 5.3. This effect can be visual-
ized by referring to the phase plane sketch shown in Fig. 5.4,

When ¢ = % , the 8in ¢ = 1; when ¢ exceeded % , the 8in ¢
became less than unity; and when ¢ again became % , the

sin ¢ again became equal to unity. As the system is slight-

2 W
ly underdamped (i.e., %r'( ;5), it locked with only a slight
overshoot. n

The steady state phase error is proportional to the
slope of the frequency ramp, (sin ¢(steady state) = =-a). This
is seen from Pig. 5.3 as the steady state phase error is not
at zero, but at some negative value. A rough calculation
yielded:

sin ¢ ccaz -3 (5.2.3)

(steady state):

-T1-
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Thus,

@ = wa - (1—11) (42.5 = . _eo)(-})

= 1000 rad/sec® =~ 16 cps/sec , (5.2.4)

verifying the directly measured value of the ramp (15 cps/sec)

5.2.2 comparison of Experimental and Theoretical Results

To compare the experimental results with the theoreti-

cal results (obtained using the perturbation, piecewise-linear,

and simple linear techniques shown in Fig. 2,5), the system
coefficients were chosen to be

€ = 0.25 ' (5.2.5)

and
a = 0,157 . (5.2.6)

Choosing a signal strength, § = 10 volts and o, =1 rad/sec,
a and [ were calculated:

a - wwa =33 cps/sec (5.2.7)
and
W, .
¢ - | -2 =6.94x107°, (5.2.8)
Wn

letting Rx : 1M, Ca and Rz become

¢ . 1LE (5.2.9)



angd

Ra = 6.8 KO . (5.2.10)

The difference frequency signal, ey » was recorded for
two cases: that of a frequency ramp with q = 0 , and a fre-
quency ramp with a = 33 cps/sec. The result obtained when
the input signal is unmodulated (a = 0) is shown in Fig. 5.5.
The response shown in the figure is underdamped as expected.
Wwhen the phase error exceeded % radians, the time to com-
plete a period of the motion was greater than when the phase
error was much less than %' radians, The time per cycle was
approximately 0.3 sec, when the phase error exceeded % ra-
dians and was approximately 0.2 sec when the phase error was
less than ~% radians, When the phase error became small,
the system seemed to stop locking, and a continual phase jit-
ter was present, This phase jitter was inherent in the in-
put signal source. (As astable multivibrator, similar to the
multivibrator used as the VCO, was built and used as the in-
put signal The "'phase jitter" was greatly reduced when the

transitorized multivibrator was used.)

When one observes the iocking phenomenon, shown in Fig.
5.5, it becomes apparent that a simple linear solution is ex-
tremely restrictive., Locking begins when the phase error is
much greater than % radians. (This is seen by the dip in
the peak of the curve. The dip indicates that °d(’ sin ¢)
becomes less than unity, and therefore, the phase error, ¢,
becomes greater than %’.) During the time that it takes the
maximum phase error to decrease from T radians to 1 radianm,

the simple linear solution is of little value.

The response of the system to a frequency ramp modu}at-
ed signal (a a 33 cps/sec) is shown in Fig. 5.6. The wave-
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form is proportional to the sin ¢, not to the phase error,
¢ . The phase error shown in Pig, 5.7 was calculated using
Pig. 5.6. A comparison is made in Table I between the theo-

retical results, and the experimental results obtained from
Pig- 5'7

TABLE I
Averaged Normalized Time (7) -m-
Per Cycle Average Damping
Phase Error | Phase Error
> 1 Rad < 1 Rad Factor
Experimental 10.1 7.9 0.051
perturbation 7.8 7.4 0.053
Piecewise- :
Linear 7.85% 7.85 0.08
Simple Linear 6.3 6.3 : 0.125

-mT
¢(1) ~e cos BT

T = ‘/“’a‘”n t = 36 t radians

Table I compares the "average normalized time, T , per cycle"
and the "average damping factor" obtained experimentally,
with the theoretically determined values. The "average damp-
ing factor" is calculated by considering the phase error, ¢,
to be approximated by a damped sinusoid of the form
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-mT

¢ ~e cos(Bt+y) . (5.2.11)

Using the simple linear solution, the
system to a frequency ramp, is

-€ 4

response of the

¢(1) =0 o 2 “cos(t + V) - a (5.2.12)
where
€ = 0,25
a= O'ISTT
Therefore, the normalized time per cycle is
T = 27 (5.2.13)
and the average damping factor is,
m=%=0.125 . (5.2.14)

Using the piecewise-linear solution, the phase error is

- 2
o(t) = ¢ e "(2)%0'(,/_% T + wl) - -g- a (5.2.15)

where

e = 0,25
and

a=0.157 .
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The normalized time per cycle is then

T = % em ~ 7.85

(5.2.16)
and the average damping factor is
- 2le
m = (2) = 0.08 . (5.2.17)

The time per cycle was obtained correctly from Fig., 2.5 for
the solution derived using the perturbation technique. The
average damping factor was obtained by calculating the rela-
tive attenuation of the phase error between the positive
peaks shown in this figure. At each peak ¢(t) is simply

-mT
(1) = oa e . (5.2.18)

Rough calculations showed that

-1.Tm
$(1.7) = 02 e = 1.5 (5.2.19)
and
-9.2m
¢(9.2) = o e =1 . (5.2.20)
Therefore,
e7'5m = 1.5 (5.2.21)
and
m = 0.053 (5.2.22)



The experimental results were obtained in a similar

manner
grom Pig. 57 The normalized time, 1 , is
Tor Voo, t =36t (5.2.23)
The average damping factor is then calculated:
o ~36(049)m
¢(049) = o e = 1,28 (5.2.24)
and
-36(0.7)m
¢(0.7) = oa e = 0.87 . (5.2.25)
"rherefore,
7.56m
e = 1,47 (5.2.26)
and
m = 0.051 . (5.2.27)

The results given in Table I clearly indicate that the
perturbation technique approximates the experimental results
more closely than the piecewise-linear or the solution ob-
tained using the simple linear approximation. The experimen-
tal and perturbation results would have checked even more
Precisely if the initial conditions of each would have been
closer. The maximum phase error obtained with the perturba-
tion technique was 1.6 radians, while the maximum phase error
obtained experimentally was 2 radians. This caused the slight
discrepancies which occurred in the "time per cycle' readings.
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It should be noted, however, that an excellent comparison is

obtained in determining the average damping factor m This
indicates that the time/cycle does not remain constant since

it is a function of the maximum phase error.

The damping
factor, however, does remain fairly constant.

53 The APC System as a Phase Demodulator

As mentioned previously the APC System can be used as
an FM demodulator, where the demodulated output is propor-

tional to the input phase modulation. It was shown in Eq.

(2.4 25) and Eq. (2 4.26) that in order to obtain a good re-
production of the input modulating signal, the modulating
frequency. w_ , had to be greater than {w, and JE;B:‘ . To
verify these conditions, which determine the minimum funda-
mental modulation frequency that can be used, a frequency
modulated input signal with an amplitude, S , equal to 30",
was applied to the system, and steady state established. The

resultant loop gain of the system was

w, = 1275 = rad/sec .

The modulation frequency was reduced until the demodulated
output became noticeably distorted.

Table II compares the experimental and calculated
values of the minimum frequencies for which an undistorted
demodulation was possible. The minimum frequency possible
is seen to be 8 cps and 1s determined by ﬁﬁa—w; . As the
damping increases. fw . increases and the minimum fundamental

frequency also increases.

Photographs were taken to illustrate the operation of
the APC System as a phase demodulator when a gsquare wave fre-
quency modulated input signal is applied. Sketches of these

-84-



photographs are shown in Pig. 5.8. The modulating frequency
used was 110 cps, and the carrier frequency was 35 kcps.

TABLE II
fra{min)
Calculated
(cps)
3 fn(min)
fh)c 1_“a%n Measured
g m\2n 2n (cps)
6.8 x 1073 2.8 8 15
87 x 1073 20 8 50
820 x 1073 333 8 700
w, = 1 rad/sec
8 = 30 volts
w, = 1275w rad/sec

Figure 5.8a represents the input frequency modulating signal.
The demodulated waveform shown in Fig. 5.8b is the integral
of the square wave input modulation, as the demodulated out-~-
put is proportional to the phase modulation. The thickness
of the saw-tooth waveform is due to inadequate filtering of
the second, third and higher harmonics of the 35-kcps carrier

-85~



fw = 110 CPs

qN = 35 KCPS

- RAD lﬁ
M [7Y) : .
a SEC IIH! ———— Ly
ol —_— - —_— L
1 ~ { :a7s10° . Y. -
w - -+ - —_———

+ 0+HIJI+.TIT+I! s - 3 -

1"4.'. S = U°< —y ] i

11 -

P E! 2 1275 w T

bmnd
T
| —
v

THE MODULATION SIGNAL b THE DIFFERENCE FREGUENCY m.OZDP.nQ

A-100-2-0062

FI1G. 5.8 THE APC SYSTEM AS A PHASE DEMODULATGR



frequency It can be seen from this figure that the APC Sys-
tem is an excellent phase demodulator.

5.4 The Experimental Response of an APC System to
Narrow-Band Gaussian Noise

To determine the response of the APC System to a signal
embedded in noise, the response of the system to narrow-band
Gaussian noise when no signal was present, was first investi-
gated. The theoretical aspect of this investigation was dis-
cussed in Chapter 3. That discussion, and the discussion of
the signal plus noise, relies on the fact that the response
of the system to noise can be analyzed using the iteration
technique. One of the more important results obtained using
this technique was that the system acted as an open loop sys-
tem to the noise. The following discussion describes the ex-

periments performed and clearly shows that the theoretical
model is correct.

5.4.1 The Input Noise

Figure 5.9 illustrates the manner in which the narrow-
band Gaussian noise was obtained. (The APC System used is
shown in Pig. 5.1.) The tuned circuit shown in Pig. 5.9 was
adjusted for a resonant frequency of 35 kcps. The resultant
bandwidth was measured and found to be approximately 6 kcps.
The noise leaving the emitter-follower was tested for being
Gaussian by comparing the rms noise measured using a Ballan-

tine true rms meter, with that obtained using a peak detector.

The noise can be written as®'?

N(t) = y(t)cos(w t + a(t)) (5.4.1)

2
where N(t) 1is Gaussian, with a zero mean and a variance O
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If the noise is narrowband, y(t) is

Rayleigh. A peax
reading meter, such as the HPVIVM, reads

T
<yl(t)> = nimd [ y(e)ae . (5.4.2)

T> o
Since the probability of a Rayleigh distribution is,

ply) = % Y% (5.4.3)

~and since p(y) is stationary, the average value of the Ray-
leigh distribution is given by

_ @ . _y222
<y>=y=f§;e /ody=,/?§o (5.4.4)

(o]

which is a well known result.

A graph of the readings obtained using the peak detec-
tor -;- * vs the true rms meter readings (o) over the range
of rms values that were intended for use throughout the ex-
periments, is shown in Pig. 5.10. The slope of the curve
differed by less than 3 per cent from the theoretical value,

% . It should be noted that even with this close agreement,
one cannot say that the noise is definitely Gaussian, It is
conceivable that some other distribution could yield the same
result. However, it was expected that the noise was approxi-
mately Gaussian, and for all intensive purposes this predic-
tion was verified.
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5.4.2 A comparison of the Theoretically and Experimentally
Determined Rms Noise at e and e

ne———

Using a true rms meter, the relation between the rms

input noise, e4 and €0 s 28 determined using different

rms
parameters of the phase lag Tllter. The results of this meas-
urement are shown in Table III.

TABLE III
C on a o ed eo
(rms) (rms) (rms) (xms)
measured calculated
(volts) (volts) (volts)
6.8 x 1073 35 38 | 2.8 x 103 .35( 2.4 x 1073
47  x 1073 35 38 |17.5x 1073| .35| 179 x 1073
100 x 1073 35 38 |w0 x 1073] .35[ 38 x 107
820 x 1073 35 38 | 330 x 1073] .35| 312 x 1073
ey (calc) = G, %%%% o
rms
1 = e
eorms(ca c) =¢C drms

Same values obtained for all o, between |

e




Since the statistics of the difference frequency volt-
age, e, , are stationary, the rms noise me&surud using a true

rmé meter is seen to yield the same result as the standard de-
viation calculated using the equation;

Do
edrms ) oed "% /T % (5.4.5)

where

G1 = 0,025

w, = 2n(1000) rad/sec
and a = 2n(6000)rad/sec .

Since the statistics of €, are nonstationary, the rms
value of e, is not the same as its standard deviation. The

measured rms values of e, were found to be independent of W, .

The rms value of the output voltage was calculated
using the relation

e, =L ey ' (5.4.6)

rms rms

This result can be justified by the following argument: The

average value of e4 is zero. Since e3 is stationary, the
time average of e3 is also zero. Thus,
ey = Lim fTe (N)an . (5.4.7)
d N T ° d

t > o
If the time is fairly large,
T

/ ed(N)dh.: T ( e4 > =0 . (5.4.0)
o



Then e (T) is,

T
eo(T) = = £ e4(T) - w, £ eq(N)dN a-t e, (T) . (5.4.9)

This approximation is valid only when w, is small,

The measured values e, » and the values calculated

using Eq. (5.4.0) are seen torggrrespond.

The measurements shown in Table III were made when the
system operated (normally) in the closed loop position, and

again, with the system operating as an open loop system, with

e, disconnected from the VCO. The same values were obtained

in each case for ey and eg This clearly indicates

ms rms
that the noise "sees" an open loop system.

5.4.3 Verification of the Gaussian Character of e,

To determine the probability distribution of eq » the
voltage was recorded using a Sanborn recorder and 1656 samples
were obtained from the recording over 24 amplitude intervals.

The estimated probability that the noise is below the mth
interval is

m n
Pleg By = 2 7 (5.4.10

where

Ed is the difference frequency voltage in the

mth interval,

n is the number of samples present in the
1th interval,
and

n is the total number of samples recorded.



The probability that the difference frequency voltage
»

e
: d’
is less than a specified voltage, Eq » 18 plotted on proba-

bility paper in Fig. 5.11., The resulting curve approximates

a straight line and therefore, approximates the Gaussian dis-

tribution found theoretically. Table IV shows the probabil-

ity density per interval, I. A change in €3 of approximate-
ly one millivolt was required for a change of one interval,

A x2 '"goodness of fit" test5'? was also performed.
The x2 distribution can be approximated by

m n®
x* = n[iil ,li'(-,;i-) - 1] (5.4.11)

where

n, is the number of samples in the 1th interval,

n is the total number of samples,

and

Py is the actual Gaussian probability density,
as found from a table of Gaussian distributions.5'3. Prom
Table IV, it is seen that the expected value of the voltage,
e3 is in the twenty-fifth interval, or

E(I) = 25 (5.».12)

where I is any amplitude interval. The estimated variance

~ mony g2 R
0% = iil ~= (1 25)° . (5 3)

-9l~
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TABLE 1V

Interval (I)

ed(millivolti)

Nurber of Samples

per Interval

n,/n(x 1072

0-14
14-15
15-16
16-17
17-18
18-19
19-20
20-21
21-22
22-23
23-24
24-25
25-26
26-27
27-28
28-29
29-30
30-31
31-32
32-33
33-34
34-35
35-36
36-37
37-38
38-

U
-
o

O O O T e

| |
@ WO

\om-qmm:wmwooo-mv:»f\.n.o\.ﬂ

+10,
+11.
+12.

n

13
19
e8
61
87
117
145
163
191
186
169
144
118
83

22

Lwn—-mm\o

1656

0
1207729468
. 1207729468
. 7850241542
1.1473429946
1.6908212552
3.6835748774
5.2536231
7.0652173878
8.756038643
9.8429951642
11.5338164194
11.2318840524
10.2318840524
8.6956521696
7.1256038612
5.0120772922
3.5024154572
1.7512077286
1.3285024148
. 5434782606
.3623188404
. 1207729468
.063864T34
.063864T734

O
0.9999999992




Equation (5.4.13 can be evaluated using Table IV. Then

)

o§ = 12,274324 (5.4.1%)

and the estimated standard deviation is

oy = 3.50347 . , (5.4.15)

Knowing the estimated standard deviation, the probability
density, p, , was found and x2 calculated.

x2 = 10.214 . (5.4.16)

There are 24-amplitude intervals, and, since the vari-
ance was estimated, 23 degrees of freedom, These results in-
dicate that by chance alone, if the probability distribution
is Gaussian, then with a probability of 0.99, the x® test
would indicate a worse fit than the one actually observed.

It should be noted that the Sanborn recorder has a 3-db
bandpass of about 45 cps. Thus, the recorder itself does a
great deal of filtering of the voltage e, .

5.5 he Experimental Response an stem to a -
uenc am .odu ated Signal and Na -pand 8
Noise

5.5.1 Introduction

A frequency ramp modulated signal and narrow-band Gaus-
sian noise were simultaneously applied to the APC System,
The initial frequency error

$(c) =w - = Q (5.5.1)



was always chosen to be greater than zero, to insure locking
if noise were not present (see Fig, 2.3). During the locking
process it was observed that if the phase error between the
input signal and the output of the voltage controlled oscil-
lator exceeded radians a large percentage of the time,
the system would not synchronize to the incoming signal,

This condition was determined by observing the output voltage
of the multiplier, e

screen.

M E

m? Ona high persistance oscilloscope

5.5.2 The Effect of Limiting on the Response of the APC
System

Two random noise generators were used in this experi-
ment. The output of the first noise generator, when filter-
ed, produced Gaussian noise, The second noise generator pro-
duced limited (clipped) Gaussian noise. 1t was observed that
when the amplitude of the noise was limited, the rms value
of the noise required to prevent the system from locking, in-
creased considerably beyond the rms value of the noise re-
quired when the noise was not limited.®'*

5.5.3 The Effect of Varying the Parameters, ¢ and a, on
the Response of the APC System

The effect of varying the filter parameters, € and ‘at,
on the performance of an APC System is shown in Fig. 5.12.
These curves were obtained by first adjusting the noise to
obtain a particular N/5 ratio and then seeing if the system
locked. It the system locked, the noise was increased in
l-volt rms steps until the system locked only part of the
time. The noise was then decreased by l-volt rms and the
reading taken. (A threshold level of approximately 2-volts
ms seemed to exist.) The measurements, shown in Fig. 5.12,
were made with a signal amplitude

§ = 5 volts, (5.5.2)
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and

1

w, =3 rad/sec . (5.5.3)
Therefore,

®, = 212m rad/sec . (5.5.4)

It is seen that as 'a' increased, the N/S ratio had
to be decreased to still insure locking. Wwhen t'a‘' exceeded
1/2, the system was found to be unable to synchronize to the
input signal unless the noise was reduced to zero. Even then,
the system did not lock if the initial conditions were not
adjusted properly (see Fig. 2.4). This result follows immedi-
ately from the experimentally observed that the requirement
phase error must be less than % most of the time. 1In
steady state, the phase error due to the signal is,

-1

¢ = 8in a . (5.5.5)

(steady state)

il

Thus, as 'a' increases ¢(steady state) approaches 2 radians
and the maximum value of the noise must be decreased to in-
sure locking.

Optimum results were obtained when the normalized damp-
ing factor, € , was adjusted so that the system was critical-
ly damped. When the system was underdamped or overdamped,
large phase errors (due to the signal) resulted over 2 long
period of time. This increased the probability that the noise
would prevent the system from locking.

These results show that during the locking process the
system should be critically damped. After locking, however,
¢ should be reduced to decrease the variance of the phase

jitter, 6 .
2n
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Chapter 6

CONCLUSJONS

6.1 Conclusions

The two analytical techniques presented permit the
calculation of the response of an Automatic Phase Coatrol
system to FM signals. The comparison made between the theo-
retical and the experimental results indicate that the per-
turbation and piecewise-linear techniques yield excellent ap-
proximations of the second-order nonlinear differential equa-
tion studied. The perturbation technique yields extremely
good analytical results. However, it can be used only to de-
termine the response of an underdamped system. A piecewise-
linear solution is easier to obtain than the perturbation so-
lution. However, the linearization of the system results in
a loss in accuracy.

The response of the APC System to noise was cbtained
without "linearizing" the system equation, through use of an
iteration technique., It was shown that with an RC low-pass
filter and an active phase lag filter present in the loop,
the system responded to noise as an open loop system. The
noise rejection of this device is greater than that predicted
using a linear analysis. (The response of a linearized ARC
System to noise was shown to result in a closed loop system.)

The APC System can synchronize to a frequency ramp
modulated signal, if the slope of the frequcpcy ramp

a < (o) - | (6.1.1)

-101-



When the signal is embedded in noise, the maximum input N/8
ratio, to permit locking, varied inversely to vo . . This
expression acts as an effective "bandwidth" of theas;stem,
(the term "bandwidth" is actually a misnomer, since the system
response found is a transient, not a steady state response)

It was shown experimentally that the normalized damp-
ing factor, € , affected the probability of locking to a fre-
quency ramp modulated signal. The critically damped condi-
tion was found to yield optimum results. The underdamped and
overdamped responses required a longer time to lock, thus

decreasing the probability that the system would synchronize
to the incoming signal,

6.2 Suggestions for FPuture Work

The response of an APC System to an FM signal in the
presence of an interfering signal should be investigated,
Preliminary observations indicated that the system would lock
to the closer of the two signals, It will fall out of lock,
however, if the amplitude of the interfering signal is too '
great. The amplitude required to pull the system out of syn-
chronism was found to be proportional to the frequency dif-
ference between the two signals.

The analysis used to determine the response to a sig-
nal and noise, should be extended. The results presented in
this dissertation should be experimentally verified, and an
attempt made to demonstrate convergence of the iteration
technique

The active phase lag filter was used in the analysis
presented, as it is used in the majority of APC systems in
operation today. An attempt should pe made to f£ind an "op-
timum" filter. 1In the past the APC System was linearized,
and the linearized system "optimized," This does not neces-
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sarily imply "optimum" results with regard to the locking

problem. The possibility of using a nonlinear filter instead
of the phase lag filter should be investigated. The use of
a limiter should also be considered,

It is suggested that any theoretical work performed
be supplemented by a great deal of experimental research.
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APPENDIX A

IHE SOLUTION TO THE LINEARIZED MODEL

The second-order nonlinear differential eqﬁation to be

analyzed 1is

dem('r)
ax y

dz
ﬁ+econ¢%%+.1n¢.-a

If the phase error

o ()| < {1 radian,

Bq. (A 1) can be linearized:

The solution to this equation is well known.
ample, if ‘

€ = 0.25 »
dem(r)

‘#——--

drt 20
¢(u) =0

and

d
-d% = 1.6

=106~ -

(A1)

(A.2)

(a.3)

FOor €x-

(a.4)



the phase error is

T

6(x) « 1.63 ¢ B atn(r + 0.0965) - & .

In this particular example, the phase error exceeds one radi-
an, causing the result obtained using this technique to be
significantly different from the results cbtained using the

perturbation and piecewise-linear techniques (Section 2.4) shon
in Pig. 2.5.
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APPENDIX B

3.1 The Statistics of the Qutput Voltage

The output voltage

»

t - =2t -
e, (t) = =L ey (¢) ~w, [ @ £y k)cd (Man . (B.1.1)
1 1 o 1

The expected value of e (t) is
Y

w, (8.1.2)
t - (- A)
s(e<> (¢) = = z(ed (t) - o, [ e x(cd (nN)ar .
b} 1 1~ Y
Since
n(ed (¢)) =0, (.1.3)
Y
the expected value of the output voltage is
E(e, (t)) =0 . (B.1.%)
1
The autocorrelation function of €, (t) 1s
b
Wa
€ - (e =N - A)dA +
R 1) = 2 t ] e R (t+7
.°l(t T) =¢§ Redx(") + 0, £ °.;11
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“a
ft+Te-T(t+1-\)

1
Da
. t t+ T - ;r(at +T=N--)
+ w,® ) A dn| e R, (7= \ﬂ
o o) ¢ '
1

where lul

w -w_{u

= =2 g2 42 °
Red (u) 3 S} a? e {(B.1.6)

1

The substitution of Eq. (B.1.6) into B§. 'B.1.5) re-
sults in several straightforward integrations. The first
integral becomes: ‘

w
t - =t =)
[ e R'd (t + T = A)dA
1

L
wy -w(t+l1|)<‘w +2)e )
“_’362. ’A‘[eL° (3 ﬂ-] (B.1.7)
1

- 2
n € f;
Do * A
The second integral is:
w
a
t+ T -—=(t+71=-01)
J e A R, (t = Nax
o dx
w
a
t ===(t+ T -=1)
e A R (t = A)ar
o ¢a
1
a
- == A
4T ~(t + 7 ) (A - t)an =
J e
t d
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@ - st +17]) SN 2, (0= <2)
= =2 G2o2e e} o 0© I i _(;_-e(%“)‘”)
Q’o*'u%a' mo.,-(fe. .

(8.1.8)

The third integral can be evaluated uling.B"L The double in-
tegral can then be written as

t t+ 7T t t-x o t -

] T t+7T-x
jajan = faxfan 4+ fax[ane [ [ &
(o] (o] (o] o -T o (¢ + T)O
(p.1.9)
where
X = )\~ n .
Therefore,
. .
t t+1|-q(t+T-2-1)
fdk f df‘ be Re (n - k)
o o 1
F W
£ t-x| -2t +T-x-20)
= [dx [ dn |e R, (x)
(o] (o) dl .
. i TP 2)) ’
o t - ~—~(2t + T+ x -
+ [adx [ dax [e A Red (x)]
-T o .
ax| - =22t + T+ x - 27) '
+f1dx ftc;; x[e A2 R (x)]\B.l.lo)
-(t + 1) o \
w
a
- + ==)t -l I‘rl)
2 ( - (cuo A )(1+e ° 4
2.2 1 _|Al-e /M te
= Gi% Tw W,
3 @+
'Y o A
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FiG. 8.1 THE FORMULATION OF EQUATION (8.1.9)




2w

- -2 - _ O
_e A 1 - e (wo A)t)(1+e-(nold)
o -2 (s.1.11)
o~ A

Since the RC low-pass filter is assumed to be operating in
steady state,

-wot

¢ (<1 . (B.1.12)

In addition,
S W

© 27 % (B.1.13)
where

A= 3 x 10,

w, =1 rad/sec

and

Wy « 2000 7 rad/sec .

Using the above approximations (Bq. (B.1.12)and EQ. (B.1.13))
the autocorrelation function of the output voltage becomess

, wa'fl
w - | T @ - —
n‘o (€,7) =3 Gx"n[c ¢ ¢ Wo (B.1,14)

)
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The third integral can be simplified in the following manner:

t+ 71T t v

w t+ 7
dAa - - =2
i»dv J; ,gdq R‘dl()‘ n) 2 G:a: {’ dv  H(v,t) (B.2.7)

where

t v -
Hi(v,t)sfd)‘fdno ° v{t
o o
H(V:t) =

t v -wb
H (v;t) = [ar [ dne 1 ovde
Lo ] (o]

H(v,t) can be evaluated (using Fig. B.2) in a similar manner
to Eq. (B.1.9). Then ‘

-~V v t
Hl(v,t) = fi - “—’i? (1 -e 2 )- ‘7.’-3,7(.% - 1).-w° (.2.8)
and
t w.t R
Ha(v,t) = 'wL:’ - Iiz (1 - e-wo )- “—’iz(e ° - 1)e ° . (B.2.9)

Equation (B.2.7) can then be evaluated:

t+ 1T ¢ v

[dv [ ax[anR, (A=)
o o o d

1 —wbt )
3 .2 2.2 -2 ((t + |7 l-e
-aGlon[t safel-gh (e alel)

b ¥

e (1 s e et )(1 e o Il )] ' (8.2.10)

o
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The third integral can be simplified in the following manner;

t+ 17T t v

® t+
dv ax [ dq R - - =2 g2
{: £ £ L °dl(h n) a °;°: £ av  H(v,t) (s.2.7)
where
t v - |-
H(v,t) =/ ar[ane ° Novee
o o -
H(v,t) = .
t vV  -® |\
H (v,t) = [d)A [ dne © Movse
o o <

H(v,t) can be evaluated (using Pig. B.2) in a similar manner
to BEq. (B.1.9). Then '

H (v,t) = (% - e (1 _e o )- L (e0 . 1).""’°t (.2.8)
(o] o)

and

2t 1 _ -wbt A wbt ) W,V
Ha(v,t) = >y (?- (1 e ) -w-°1'(e l)e . (B.2.9)

Equation (B.2.7) can then be evaluated:

t+ 7T ¢t v
Jav [an[danR, (A=)
o o o dl
. ~w_t
:l 2 2 2 - o— t + T' l-e )
s 62 on[t + 2t || ry ((t +111)

- (.Di! (1 _ e'“’ot )(1 e o |7l )] ‘ (B.2.10)
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The last integral can be evaluated
using t
procedures; 9 the same 8implifying
t ¢ t+ T2
t+Tt
Jd& [ av [ an [ annr -n) =
AP gngd(v n) édk cf’dga(g,)‘)
1

(B.2.11)
where
¢ A
7 (6,3 = (f) dv cf, dn n,d (v=m) g (B.2.12)
5 - 1
. . A
aa(g,x) = g dv £ dn R‘d (v =~ q) ¢ 2 A . (B.2.13)

1

Equation (B.2.12) and Eq. (B.2.13) are similar to H;(v’t)

and Ha(v,t) » given by Eq. (B.2.8) and Bq. (B.2.9). There-
fore;:

Ten < daon fan - g (- )L 20N L) U

(o]
(B.2.1%
T (E,A) = 12 2 AL (1 _ e‘wok) -_I-_(ewok- )e"‘”o
2'? a ’, On \ ‘Do (Do .
(B.2.15)

The fourth-order integral has, therefore, been reduced to a
second-order integral. This integral can be solved using the
rules of Eq. (B.1.9). The final result is then:

3
IdefdvjdA,qune (v -n)=
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(o]

-l "ﬁ[%:’ﬁ:*(}';afv—o--&‘m")(l-.""o"’)

L%t
+ || (‘L"'T_mo + t? - 'aT‘;')] . (B.2.16)

The RC filter is assumed to be operating in the steady ltli;.O:
therefore, we can assume as before that

e-woﬁ < <1 .

The autocorrelation function of the phase jitter is then:

2 Gan 2
Rez (t,T) = —-4-5333 t[ca + {(w,t + lw,d) + m.t(:“%f- + -%3)]
1

B.2.1
where ( 7

c((fa- .

The phase jitter results from the integration of a
nonstationary Gaussian random process. Consequently, it too
is a nonstationary random process and has a Gaussian distri-
bution with a zero mean.

-3 B(£(t)]®2 -4 of(t)
e

-
=
-

B.3 rov 0 = =8 .

If £ 4is normal,

E(£3") = 123:5 ' (2n - 1)(&(£)2]1" . (B.3.1)
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Then

= - -f: n :Rn

and

E(cos £) -1-JAL§)!11+;-.3L5§;1)_1:_,“

sz 23050 - (20 - 1)[B(£)2°

(2n): (8.3.2)
= 1 = E'(_Lg 2 + 154'_)—L2 fQ: 2 - -‘.-! + (- l)n[""%)_a]n # .
Therefore,
-1 B[£(t)]? -} o2
E(crs(f(t)]) = e 2 Ele(e) Ee : of(t) . (B.3.3)

B.4 An Illustrative Example Demonstrating that

2 2 -G'Tl
Rem (t,T) = Rem (t,T) = Gl o e
2 1

The second approximation to the autocorrelation func-
tion of the output of the multiplier is given by

-a |7l =3[0} (t) + 02 (t+ 7)- 2Ry (t,7))
Ry (t,7) = G30%e e 2, 2, 2,

o, | (3.4.1)

where

oeb‘.
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It is shown in this section that

altl>> -%-(032 () +0f (t+ 1) - 2Ry (t..-r)) (B.4.2)
b | 2 .1

1

and thevefore,

. ~a {1}
aem (t,T) = c: c: e . (B.4.3)
2

Bquation (B.4.2) can. be 'rewritten using Bq. (B.2.17):

altld > %; 62 G: a:[gi(Zt 415l + ¢ o (e + (¢ +15])?)

w2
+ -%——(t“ + (t+]7])%) - 202 -~ 20 o, (2 + ¢t |vl)

- of (% tS + 2 || )] . (B.4.4)

Equation (B.4.4) is easily simplified. The inequality then
becomes

wa
ad > ﬁci G: 0? [(;z + 20 o,t) + @, (¢ +wat)lrl+—§—r’] .

n
(B.4.5)

The inequalii:y expressed by Eq. (.4.5) can be written as

£(t,t) = 12 + 3: (L + w,t)T - g;(a‘,%%: - 20 mt - L®) < <O,

(B.4.6)

-120~



The inequality

f(f,r) (<o (B.4.7)

need only be satisfied when

l'rlgé

and

e<<;:—a .

£ i<l D 2 , Bq. (B.4.1) is approximately zero, as is
R, (t) . It is only of interest to show that

m
1

Rem (t,T) = R’m (t,7) (B.%.8)
2 1

when these values are non-zero,

The following illustrative example clearly illustrates
that the inequality presented in Eq. (B.4.7) is satisfied.
Let

27(6000) rad/sec

a

2n(1000)rad/sec

= 1 rad/sec

‘”o
wa
¢ =50 x 10°®
G

G G = 42,5 mrad/sec/volt
o: = 100 (volt)?
e A =3 x10* . (B.4.9)
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The minimum value of £(t,T) with respect to t is
found by differentiating with respect to =

of .

_é;t'ul).g 2-r+-£':(;+wat) -0 . (8.4.10)
Therefore,

Iv| = 5-3: (2 +at) > -2 . (B.4.11)

Thus, in th? range of interest, £(t;T) is an increasing func-

tion of T as shown in Fig. B.3. It is seen from this fig-
ure, that £(t,T) is closest to zero in the interval.

-3¢r (3,  (s.b.12)

when

1.3 i (B.4.13)

Thus, letting T =2 , and using Eq. (B.4.9)

f(t5)=(l5+6c)t-(—-€}sa,—;, 7},5553)

(B.%.1%)

After the APC System has been in operation for one-half hour
(which is an extremely long time)

f<1800,-3) v =1860 (< 0 . (B.4.15)
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Therefore, to all intentsand purposes, we have shown that

-a {7]

R (ts7) = Ry (£,7) = 6] ol e (B.4.16)
2 b §

-

when .
LRS-
and
A
t {( E: .
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APPENDIX C

T SPONSE OF A LINEARIZED APC SYS

T I 18

The input voltage to the ApC Systenm {is,

ec(t) = § sin °x(t) + N(t) (c.1)
where
¢, (t) = ot +6 (t)
and

Gl(t) is the phase modulation ,

The additive noise, N(t) , is narrow-band Gaussian noise
and can be written as;

N(t) = x(t)cos wzt - z{t)sin wzt = C(t)sin(wat + wn(t)) (c.2)

where, x and z are independent Gaussian gandom variables
(see Chapter 3, Sec. 3), c(t) is Rayleigh distributed, and
¥o(t) is a uniformly distributed phase angle having a proba-
bility density,

i 2

en 0 S— v S- "
p(y) =

0 elsewhere .

-125-



The input voltage can then be written ag,

,c(t) = § ain(wat + Ol(t)) + C(t)lin(o)at + ¥, (t))

= E_(t)sin (@t + V. (t)) (c.3)

E.(t) and Vo(t) are easily determine

| using the Phasor.
diagram shown in Pig. C.1. fThen

E2(t) = s [1 + ¥y gt cos(y, (t) - Ol(t))] (c.4)

and

c(t)sin(y (t) - 0 (t))

-1
wc(t) = el(t) + tan (s ry c(t)cwt) i el(t)—)'). (C.S)

If the noise is limited so that

le(e) | < (s,

(Which requires a large S/N ratio),

E(t) =8 - (c.6)

and
Volt) = 8 (€) + & aan(y (t) - 0 (¢)) . (c.7)
Utilizing Eq. (C.2), it is seen that

C(t)sin(-~ 6 (t) + y,(t)) = x(t)cos 6 (t) + z(t)sin 6 (t) .

(c.8)
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1f u(t) = x(t)cos 9 (t) + z(t)sin 6 (t) (c.9)

then Bq. (C.7) becomes

vo(t) = 8 () + §u(t) . (c.10)

Therefore, the input voltage

ec(t) P sin(a)at + el(t) + é‘- u(t)) = 8 lin(¢;(t) + % u(t)).

(c.11)
The statistics of u(t) are easily determined,

E(u(t)) =0,

and

R“(t,'r) = nx(r)cos(al(t +T) - 91(1'))

= o: e-u <! cos [(?-;4 1’] . - (c.12)

The input signal was originally passed through an IF
filter having a center frequency, @ and a bandwidth,a.
The maximum frequency of the modulating signal is assumed to
be much less than a . Therefore,

et (c.13)
g (Ko :
Bquation (C.10) is only of interest when

1. 5-2, . (C.l“)

The autocorrelation function of u(t) is them:

-a | 7l

n“(t,'r) = o: e (c.15)
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D.1 The Iteration Technique
The input voltage to the APC System is

ec(t) = § 8in ¢1(t) + N(t) . (p.1.1)

The noise is narrow-band Gaussian noise and can be written as,

N(t) = x(t)cos ot - z(t)sin wt . (p.1.2)

The output phase of the VCO is initially assumed to be
noise free., Thus,

evo(t) = cos ¢2°(t) - cos(wzt + e‘o(:)) . (p.1.3)

The first approximation of the output voltage of the multi-

Plier, e (t) , is then,
b §

e, (t) =G 8 81n(¢2°(t) - ¢.(¢))

1
) + Gi(x(t)cos Gao(t) + z(t)sin 920(:)) . (p.1.4)

Letting,

D.1.5)
0 =9, (6) - 0,(t), ‘
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and uc(t) = x(t)cos 9! ,

(t) + 2(t)stn o_ (¢)

o
s Og

the multiplicr voltage,

emx(t) =G 8 sin¢+ G, uo(t) . (p.1.6)

D.1.1 ‘fhe Statistics of ug(t)

The expected value of uo(t) is:

B(uo(t)) = E(x(t))cos 9. (t) + B(=z(t))sin 9a (¢) = 0. (D.1.7)

O. O.

The probability density of uo(t) is determined by evaluating
its moments;

z(u:(t)) - E(x2)cos® 0 (t) + E(z®)sin® o, (t) . (p.1.8)
oy Og
However,

B(x?) = E(22) = 0of . (p.1.9)

Therefore,
030 = 02 . (D.1.10)

Similarly,
(D.1.11)

E(ul) = 1:3 0%
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and

B(u:n) = 13 oo (211 - 1)0; (D 1 12)

odd order moments are obviously gzero.

Thus, “o(t) is Gaus-
sian distributed. :

The autocorrelation function of uo(t) is

R“O(t,f) = E(u (t)u (t + 7))

= B(x(t)x(t + t))cos 8 (t)cos 6 (t + T)
| 208 208
+ B(z(t)z(t +.r))un'e2 (t)sin e, (¢t + 1), (p.1.13)
o o

s s
since
B(xz) = 0 . (D.1.1%)
Noting that
-a |t]

B(x(t)x(t + 1)) = B(z(t)z(t + 7)) = o e ’ (D.1.15)

BEq. (D.1.13) becomes,
-a |7}l
Ruo(t,t) = é: e cos(ezoit +7) - e‘oit)) . (D.1.16)

When T ) 5/a

R, (t,7) =20 . (p.1.17)

o]
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When T S'ﬁ/h

-a |7l %2
Ruo(tﬂ) =°:°_ cos [( d:' >1] : (p.1.18)

The instantaneous frequency of the response of the VCO to a
signal is

¢zo(t) = 4 ezo(t) . (D.1.19)
s

The frequency 9 (t) , is always much less than the bandwidth

of the RC low-pass filter. This requirement insures that the

frequency of the input signal is not affected by the RC low-~
pass filter, Then,

e’oit) <<, . ~ (p.1.20)
However,
w, (a . (p.1.21)

(a is the bandwidth of the IF filter). Therefore,

(éaa (¢))t ¢ ¢ 1 radian . (p.1.22)

g

The autocorrelation function of uo(t) is,
-a {7l

~ e
nuo(m) zo,e ’

(p.1.23)
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which is the same as the result obta

ined from an analysis of
noise alone.

D.l1.2 e rst Iteration

(Chapter 2), and the second due to the response of the system
to noise (Chapter 3). The first approximation of the

output
phase, 6, (t) , also consists of two terms:

92(::)= e"’xs(t) + e"zn(t) (D.1.24)

where a"’x (t) = 920 (t) , is the output Phase when a signal
s 8
is applied to the system, and 921 (t) is the result obtain-
n
ed from an analysis of noise alone (Chapter 3),

The second approximation of the output of the multi-
Plier is then

e, (t) = G S sin(o(t) + 6, (t)) +6 u/lt), (D.1.25)

2 ln

where

u (t) = x(t)cos 6 (t) + z(t)sin 92 (¢) . (D.1.26)
! 2, 1

The first term in Eq. (D.1.25) shows that there is a phase
jitter superimposed on the phase error, ¢ . The second term
in the expression is due to noise.

D.1.3 The Statistics of u,(t)

The expected value of “1“:) is
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-

E(u (t)) = E x(t)cos(o  (t) + 6, (t))]
- g n

*E[2(0nnle, (0) e, (t))] (b.1.27)
o 8 n

However, from Eq. (3.5.5) and Eq. (3.5.6),

s@ealn) - s(zealn) =0 , (p.1.28)

Therefore,

B(ul(t)) =0 , (p.1.29)

The autocorrelation function of ux(t) is

R, (t,7) = o: e'“ l'l:Iz [°°'(ez (t+7) - e’z(t)-)] . (p.1.30)

1 b |

But,

cos(ea (t + 1) - Gal(t)) (p.1.31)

b

= cos(ea (t + 1) - 0, (t) + 6, (¢t + 1) - 921 (t)) .

l.. 1‘ l'n n

Therefore,

(D.1.32)

B [cm;(e2 (¢ +7) -6 (t))]
b §

b

=B [co.(ea (t + 1) - 92 (t))] c:c:s(ez (t +7) - 9,;’(':)) +
b 1 g

n n
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- B ’sin(ea (e + 7) - aa1 (_i); un(e
-

- ln n

(t + -
21. 1) Gal.(t))

r ]
- & | cos @21n(t + 1) - szn(t))- ccm@.1

(t+1) -0 (L) .
8 213 ))

Referring to Eq. (3.5.15), Eq. (3.5.16) and Eq. (3,5,1-}),
Bq. (D.1,30) becomes,

[+ :
Ru (t)") a 0: e-a co8 [(Gao )T] . (0-1033)
8

b 3

Thus, the statistics of ul(t) are the same as the statis-
tics of uo(t)

The iterative procedure was not continued beyond this
point,

D.2 The Standard Deviation of the Phase Jitter, o, (t)
2

ln

The standard deviation, g, (t), is given by Eq.
2
1

n
(3.4.13):
2G2 GZ 02 wzta %
09? (t) = | —252" ¢ [c“’ + C(w,t) + —%—-—D (p.2.1)
"1
n

When a signal and noise are present, this expression can be
normalized using the relations:

(D . 2 . 2 '
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(D.2.3)

and

an * (Dtaou)

Then,

e

(p.2.5)

The variance of the phase jitter
2
2 V%% ( °n2) 2 12
0921 (1’) = S 337- €€ + €7 +"§' T (p.2.6)
n

is proportional to the "effective system bandwidth," Vo W@ 5
the input N/S ratio, on/s'/e , the normalized damping fac-

tor, € , and the normalized time, T .
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